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# Changes

We didn’t make any changes in our objective, or data;

Instead of using the methods in the proposal, we use the random forest to train our model, details please refer to section 3.

2. Data preprocessing  
 Since “test.csv” is only used for prediction, and contains no true labels(in our case, the “relevance score”) , we firstly create a development set “developmentTestSet.csv” by randomly select 20% data from “train.csv”; As for the remaining 80% data, “subTrainSet.csv”, we use it as our actual training data , this random sample selection was implemented in DevelopmentSet.java.

Then we compute the tf-idf with regards to product title and product description as our features.

As we can see, the most intuitive way to regards a “query” as more “relevant” to one product is that the query words have much “similarity” in the product title, which can be a good represent of one specific product. Intuitively, we can count the number of words of one query which appear in one specific product title (suppose we are interested in calculating the relevance score between this query and this product with this product title), but this have disadvantage: some words in the product title appears more than one time, indicating that if in one specific query, this word appears, we should give this query more “attention” since it has some “more important” word, however, only counting the number of words of one query which appear in one specific product title can’t achieve this.

As a result, we can use the term-frequency to indicate this relationship. Firstly, we have to extract the “interested item” of the product tittle such that we should remove the unrelated words appear in the product tittle such as “a”, “the”, ”for” and etc. which didn’t have any realistic meaning, which are also defined as stopping words. We achieved this preprocess by using the class “CountVectorizer” in “sklearn” package.

Then, we should found the “stem” of each word in the “search term” (also refferd as “query”) and each word in product tittles, since in English, “beauty” and ”beautiful” can have the same meaning when they were used for query. We achieved this preprocess by using the class “SnowballStemmer” from “nltk” package.

Since when we considering using product tittles to represent one product, we only have to consider different “interested items” appear in all the different product tittles. So we can treat all the product tittles as the corpus, which can be used to extract the vocabulary (the “interested item” as mentioned before). As long as we have this vocabulary of product tittle corpus, we can represent a product tittle t as an vector such that t=(t1, t2,..tn), n=the number of vocabularies, the component ti stands for the number of times vocabulary i appears in t; Also, we can use the vocabulary to build another vector to represent query q such that, q=(q1, q2,…qn) such that n=the number of vocabularies and the component qi stands for whether vocabulary i appears in q. Note the, qi either equals to 1 which indicates vocabulary i appears in this q, or, equals to 0 if not. Clearly, the each vocabulary frequency of q (or **term frequency, also refered as “tf”** of q) appears t can be computed as t “dot multiply” q such that term frequency of q with respect to .

Although we can get the term frequency of q with regards of t as mentioned before, there are also drawbacks. Some words, though not “stop words” which didn’t contribute any meaningful meaning, are actually very common words in all the product tittle, which also will not make any meaningful meaning if one query contain it. In order to fix this problem we can compute the “idf” for each vocabulary. “idf” stands for **Inverse document frequency.** The most common way to compute “idf” is to use the methods of “inverse document frequency smooth” such that “idf” of one specific term or vocabulary is

, where N is the number of whole documents in the corpus which also equals to number of different product tittle here; nt is the number of different documents which contain this term(or t the number of different product tittles which contain this term).

Clearly, if is very common in all the product tittle will be a small value. if we multiply this with the term frequency, we can get a fair trade off: only when we encounter some term which are “locally frequent” but “globally rare”, can we count this term as relevant to this product tittle.Obviously, we add “1” in the logarithm part to avoid when we will encounter an infinite quantity. Other ways to compute idf can be found on Wikipedia. Suppose we get the idf vector for each term, such that idf=(idf1, idf2, idf3,…idfn), so we can easily compute the tf-idf of q with respect to t such that

With this explanation, we can calculate the by batch by constructing a term frequency matrix and using the matrix multiplication. Details are in the implementation of “TfIdf-for-product-title-and-discription.py”.

Since the “product description” also contain rich information about one specific product, we assume the tf-idf for “product description” can also be very helpful for giving the relevance score. Note that, if we want to compute the tf-idf for a query with respect to some specific “product description”, we just need to change the corpus as “product description”.

In addition, since it’s possible that a search term with more numbers of words may contain more relevant information, we also use length of query as one feature.

3. **Methodologies**

For the base line, if we randomly guess the relevance score for each pair of query and product, we get a RMSE of 0.873. Details can be found in “RandomGuess.py”.  
 Firstly we tried regression by using SVM and achieved the RMSE of 0. 0.569994. Details can be found in “SVM.py”. The reason we are using SVM instead of the methodologies proposed in the proposal is that the proposed methods are too convoluted for our current “simple” data : for now we actually have changed the problem into an regression problem with only three input features: length of query, tf-idf for product tittle and tf-idf for product description. In addition, SVM has a high accuracy and also can be used for regression problems. As a result, we want to found out whether we can use an “simple” model SVM to achieve our goal.

Then we use the random forest and get the RMSE of 0.48365. Details can be found in “RandomForest.py”. The reason we are using this model is that, we found out that ensemble method is actually one good technique to improve the accuracy, since an ensemble have less possibility to make mistakes than its base regression model. The popular method of ensemble method is bagging, boosting, and random forests. Since in our data, the true label are manually labeled. So, it’s possible that there are errors in the training data. Among these ensemble methods, random forest are more robust to outliers and errors, so we choose this model to achieve our goal, and we build the random forest by using bagging in line with random attribute selection.

4. Evaluation

for now

-- evaluation: what results you have achieved up to now? what is working or what is wrong with the model?

5. next step  
-- next step